
Exploiting Unlabeled Data with Vision and Language 
Models for Object Detection

Shiyu Zhao1, Zhixing Zhang1, Samuel Schulter2, Long Zhao3,
Vijay Kumar B.G2, Anastasis Stathopoulos1, Manmohan Chandraker2,4, Dimitris Metaxas1

1Rutgers University 2NEC Laboratories America 3Google Research 4UC San Diego

Introduction
❖ Drawbacks of traditional object detection training: 

Limited by costly human annotations & unable 
to leverage unlabeled data. 
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❖ Two approaches to leverage unlabeled data.
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❖ This paper propose VL-PLM which can use unlabeled 
images and have a flexible label space.

Approach
❖ VL-PLM contains three steps, 1) generate region proposals 

using a pretrained two-stage class-agnostic proposal 
generator, 2) classify region proposals into categories of 
interests with pretrained V&L model (CLIP), and 3) train a 
detector with the pseudo labels.

Key Results
❖ Quantitative results

OVD on LVIS

SSOD on COCO

Zero-shot/OVD on COCO

❖ Visualizations
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